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Abstract: - Wireless sensor networks are infrastructure less. It monitors physical or environmental conditions.
The network and users interact through base station.WSN consists of thousands of sensor nodes. Sensor nodes
communicate among themselves through radio signals. Various routing protocols are used in WSN. Mainly
LEACH, HEED, PEGASIS are discussed in this paper .HEED is hybrid energy efficient distributed protocol. It
is a clustering protocol. It is used as a primary parameter. Network topology features are used in it. LEACH is
low energy adaptive clustering hierarchy. It is the first network protocol that use protocol hierarchical routing.
PEGASIS is power efficient gathering in sensor information system. The key idea in PEGASIS is to form and
transmit to a closer neighbor .1t is sensor information system .Comparison will be done between the algorithmic
schemes by considering a particular parameter that is network lifetime.
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l. INTRODUCTION
Wireless sensor networks are networks that consist of sensors which are distributed and are intended to
monitor and record conditions at diverse location. These sensors work with each other to sense some physical
phenomena then the information gather is processed to get result. Wireless sensor networks consist of protocols
and algorithms with self organizing capabilities.
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WSN is a very large array of diverse sensor nodes that are interconnected by a communication
network. The elementary components of a sensor node are sensing unit, a processing unit, a transceiver unit and
a power unit. The sensor node senses the physical quantity being measured and coverts it into an electrical
signal. Then, the signal is fed to an A/D converter and is ready to be used by the processor. The processor will
convert the signal into data depending on how it is programmed and it sends the information to the network by
using a transceiver. The sensing data are shared between the sensor nodes and are used as input for a distributed
estimation system.

The fundamental objectives for WSN are reliability, accuracy, flexibility, cost effectiveness, and ease

of deployment. WSN is made up of individual multifunctional sensor nodes.
As we know that wireless sensor network mainly consists of tiny sensor node which is equipped with a limited
power source. The lifespan of an energy-constrained sensor is determined by how fast the sensor consumes
energy. A node in the network is no longer useful when its battery dies. Researchers are now developing new
routing mechanisms for sensor networks to save energy and pro-long the sensor lifespan. The dynamic
clustering protocol allows us to space out the lifespan of the nodes, allowing it to do only the minimum work it
needs to transmit data. The WSN can be applied to a wide range of applications, such as environment
management, environmental monitoring, industrial sensing, infrastructure protection, battlefield awareness and
temperature sensing. So, it is essential to improve the energy efficiency to enhance the quality of application
service.
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1. APPLICATIONS OF WSN
Military applications
Area monitoring
Transportation
Health applications
Environmental sensing
Structural monitoring
Industrial monitoring
Agricultural sector

1.1WSN design factors
Fault tolerance
Scalability

Production cost
Hardware constraints
Sensor network topology
Environment
Transmission media
Power consumption

1. LEACH

LEACH is the first network protocol that uses hierarchical routing for wireless sensor networks to
increase the life time of network. All the nodes in a network organize themselves into local clusters, with one
node acting as the cluster-head. All non-cluster-head nodes transmit their data to the cluster-head, while the
cluster-head node receive data from all the cluster members, perform signal processing functions on the data
(e.g., data aggregation), and transmit data to the remote base station. Therefore, being a cluster-head node is
much more energy-intensive than being a non-cluster-head node. Thus, when a cluster-head node dies all the
nodes that belong to the cluster lose communication ability .
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LEACH incorporates randomized rotation of the high-energy cluster-head position such that it rotates
among the sensors in order to avoid draining the battery of any one sensor in the network. In this way, the
energy load associated with being a cluster-head is evenly distributed among the nodes. Since the cluster-head
node knows all the cluster members, it can create a TDMA schedule that tells each node exactly when to
transmit its data. In addition, using a TDMA schedule for data transfer prevents intra-cluster collisions.

The operation of LEACH is divided into rounds. Each round begins with a set-up phase when the
clusters are organized, followed by a steady-state phase where several frames of data are transferred from the
nodes to the cluster-head and onto the base station

3.1 Set-up phase
In LEACH, nodes take autonomous decisions to form clusters by using a distributed algorithm without
any centralized control. Here no long-distance communication with the base station is required and distributed
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cluster formation can be done without knowing the exact location of any of the nodes in the network. In
addition, no global communication is needed to set up the clusters. The cluster formation algorithm should be
designed such that nodes are cluster-heads approximately the same number of time, assuming all the nodes start
with the same amount of energy. Finally, the cluster-head nodes should be spread throughout the network, as
this will minimize the distance the non-cluster-head nodes need to send their data. A sensor node chooses a
random number, r, between 0 and 1. Let a threshold value be T(n) : T(n)= p/1-p x( r mod p-1 ). If this random
number is less than a threshold value, T(n), the node becomes a cluster-head for the current round. The threshold
value is calculated based on the above given equation that incorporates the desired percentage to become a
cluster-head, the current round, and the set of nodes that have not been selected as a cluster-head in the last (1/P)
rounds, p is cluster head probability. After the nodes have elected themselves to be cluster-heads, it broadcasts
an advertisement message (ADV). This message is a small message containing the node's ID and a header that
distinguishes this message as an announcement message. Each non-cluster-head node determines to which
cluster it belongs by choosing the cluster-head that requires the minimum communication energy, based on the
received signal strength of the advertisement from each cluster-head. After each node has decided to which
cluster it belongs, it must inform the cluster-head node that it will be a member of the cluster. Each node
transmits a join-request message (Join-REQ) back to the chosen cluster-head. The cluster-heads in LEACH act
as local control centres to co-ordinate the data transmissions in their cluster. The cluster-head node sets up a
TDMA schedule and transmits this schedule to the nodes in the cluster. This ensures that there are no collisions
among data messages and also allows the radio components of each non cluster-head node to be turned off at all
times except during their transmit time, thus minimizing the energy dissipated by the individual.

3.2 Steady-State Phase

The steady-state operation is broken into frames where nodes send their data to the cluster-head at most
once per frame during their allocated transmission slot. The set-up phase does not guarantee that nodes are
evenly distributed among the cluster head nodes. Therefore, the number of nodes per cluster is highly variable in
LEACH, and the amount of data each node can send to the cluster-head varies depending on the number of
nodes in the cluster. To reduce energy dissipation, each non-cluster-head node uses power control to set the
amount of transmits power based on the received strength of the cluster-head advertisement. The radio of each
non-cluster-head node is turned off until its allocated transmission time. Since all the nodes have data to send to
the cluster-head and the total bandwidth is fixed, using a TDMA schedule is efficient use of bandwidth and
represents a low latency approach, in addition to being energy-efficient. The cluster-head must keep its receiver
on to receive all the data from the nodes in the cluster. Once the cluster-head receives all the data, it can operate
on the data and then the resultant data are sent from the cluster-head to the base station.

€ Advantages

— Outperforms conventional routing protocols

— LEACH is completely distributed, requiring no control information from the base station
— Nodes do not need global topology information

€ Disadvantages

— Nodes must have data to send in the allotted time

— Perfect correlation is assumed, which might not be true always

V. PEGASIS

PEGASIS is power efficient gathering in sensor information system. The key idea in PEGASIS is to
form a chain among the sensor nodes so that each node will receive from and transmit to a close neighbor. The
protocol, called Power-Efficient Gathering in Sensor Information Systems (PEGASIS), is a near optimal chain-
based protocol. This algorithm decreases the energy consumption by creation of a chain structure comprised of
all nodes and continually data aggregation across the chain. The algorithm presents the idea that if nodes form a
chain from source to sink, only one node in any given transmission time-frame will be transmitting to the base
station. Data-fusion occurs at every node in the sensor network allowing for all relevant information to permeate
across the network. PEGASIS avoids cluster formation and uses only one node in a chain to transmit to the BS
instead of using multiple nodes. In order to increase network life time, nodes need only to communicate with
their closest neighbours and they take turns in communicating with the BS. When the round of all nodes
communicating with the base-station ends, a new round will start and so on.
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4.1 PEGASIS CHAIN

The nodes will be organized to form a chain, which can either be accomplished by the sensor nodes
themselves using a greedy algorithm starting from some node. When a node dies, the chain is reconstructed in
the same manner to bypass the dead node. The main idea in PEGASIS is for each node to receive from and
transmit to close neighbours and take turns being the leader for transmission to the BS. Nodes take turns
transmitting to the BS, and we will use node number i mod N (N represents the number of nodes) to transmit to
the BS in round i.

The main idea in PEGASIS is for each node to receive from and transmit to close neighbours and take
turns being the leader for transmission to the BS. This approach will distribute the energy load evenly among the
sensor nodes in the network. We initially place the nodes randomly in the play field, and therefore, the i —th
node is at a random location. The nodes will be organized to form a chain, which can either be accomplished by
the sensor nodes themselves using a greedy algorithm starting from some node. Alternatively, the BS can
compute this chain and broadcast it to all the sensor nodes. We placed the BS at a far distance from all other
nodes. For a 50m x 50m plot, our BS is located at (25, 150) so that the BS is at least 100m from the closest
sensor node. For constructing the chain, we assume that all nodes have global knowledge of the network and
employ the greedy algorithm. We could have constructed a loop, however, to ensure that all nodes have close
neighbours is difficult as this problem is similar to the travelling salesman problem. The greedy approach to
constructing the chain works well and this is done before the first round of communication. To construct the
chain, we start with the furthest node from the BS. We begin with this node in order to make sure that nodes
farther from the BS have close neighbours, as in the greedy algorithm the neighbour distances will increase
gradually since nodes already on the chain cannot be revisited. Figure 2 shows node O connecting to node 3,
node 3 connecting to node 1, and node 1 connecting to node 2 in that order. When a node dies, the chain is
reconstructed in the same manner to bypass the dead node.

Chain construction using the greedy algorithm. For gathering data in each round, each node receives
data from one neighbour, fuses with its own data, and transmits to the other neighbour on the chain. Note that
node i will be in some random position j on the chain. Nodes take turns transmitting to the BS, and we will use
node number i mod N (N represents the number of nodes) to transmit to the BS in round i. Thus, the leader in
each round of communication will be at a random position on the chain, which is important for nodes to die at
random locations. The idea in nodes dieing at random places is to make the sensor network robust to failures. In
a given round, we can use a simple control token passing approach initiated by the leader to start the data
transmission from the ends of the chain. The cost is very small since the token size is very small. Node c2 is the
leader, and it will pass the token along the chain to node c0.Node cO will pass its data towards node c2. After
node c2 receives data from node c1, it will pass the token to node c4, and node c4 will pass its data towards
node c2.

V. HEED

HEED (Hybrid Energy Efficient Distributed) protocol is the clustering protocol. It uses using residual
energy as primary parameter and network topology features (e.g. node degree, distances to neighbours) are only
used as secondary parameters to break tie between candidate cluster heads, as a metric for cluster selection to
achieve load balancing. In this all nodes are assumed to be homogenous i.e. all sensor nodes are equipped with
same initial energy. But, in this paper we study the impact of heterogeneity in terms of node energy. We assume
that a percentage of the node population is equipped with more energy than the rest of the nodes in the same
network - this is the case of heterogeneous sensor networks. As the lifetime of sensor networks is limited there
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is a need to re energize the sensor network by adding more nodes. These nodes will be equipped with more
energy than the nodes that are already in use, which creates heterogeneity in terms of node energy, leads to the
introduction of H-HEED protocol.
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